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Abstract—Feature selection is viewed as an important preprocessing step for pattern recognition, machine learning and data mining. Neighborhood is one of the most important concepts in classification learning and can be used to distinguish samples with different decisions. In this paper, a neighborhood discrimination index is proposed to characterize the distinguishment information of a neighborhood relation. It reflects the distinguishment ability of a feature subset. The proposed discrimination index is computed by considering the cardinality of a neighborhood relation instead of neighborhood similarity classes. Some variants of the discrimination index, that is, joint discrimination index, conditional discrimination index, mutual discrimination index, are introduced to compute the change of distinguishment information caused by combination of multiple feature subsets. They have the similar properties as Shannon entropy and its variants. A parameter, named neighborhood radius, is introduced in these discrimination measures to make them suitable for analysis of real-valued data. Based on the proposed discrimination measures, the significance measure of a candidate feature is defined and a greedy forward algorithm for feature selection is designed. The data sets selected from public data sources are used to compare the proposed algorithm with some existing algorithms, and the experimental results show that the discrimination index based algorithm yields better performance than some classical ones.
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I. INTRODUCTION

With development of computer and database technology, the amount of data is greatly growing. Ideally, the information provided is useful, but in fact, the data often contains redundant information. Therefore, before using a data set, it is necessary to preprocess the data for removing redundant features. Feature selection is an important tool to reduce redundant features. Most researchers are dedicated to processing high dimensional data with feature selection. Its aim is to find a subset of optimal features with strong classification ability according to a evaluation criteria, and obtain high-dimensional characteristics by analyzing low dimensional data. Feature selection is an effective technique to simplify data analysis and acquire key features of data. Recently, it has attracted much attention in pattern recognition, machine learning and data mining [5]-[12], [22]-[26], [30]-[33], [41]-[48], [52].

Relations, produced by a subset of features, represent the similarity or dissimilarity between samples. Similar samples form a similarity class, dissimilar ones fall into different classes. A relation can be used to reflect the ability of features to distinguish samples. Relations have been applied to discretize real-valued data [33], [44], fuzzy clustering, attribute reduction [4], [6], [18], [19], [50], uncertainty reasoning and decision [27], [40], [59]. Furthermore, equivalence relations [29], [34], [38], [54], similarity relations [20], [39], [56]-[58], neighborhood relations [15], [35], [47], [49], [53], and dominance relation [9], [17], [51] are the foundations of a sequence of rough set models.

Entropy, as an uncertainty measure, is a very useful tool for characterizing the distinguishment information of a subset of features. The less likely a decision attribute has conditional entropy with respect to a feature subset, the more the feature subset has capability in distinguishing samples with different decisions. Entropy has played an important role in pattern recognition and feature selection. Since Shannon proposed information entropy to evaluate the uncertainty of discrete sample spaces, entropy has been applied in diverse fields [2], [6], [7], [14], [43]. The extension of entropy and its variants were adapted for feature selections in [1], [13], [21], [36]. In order to calculate the distinguishment information of fuzzy or numerical features, Yager introduced the concept of entropy into fuzzy similarity relations [55]. In fact, Yager’s entropy is a generalization of Shannon entropy; It is defined by using equivalence classes or fuzzy similarity classes. In 2002, Hernandez and Recasens extended Yager’s work and presented the formulae of joint entropy and conditional entropy based on Yager’s entropy, and then they used these measures to learn fuzzy decision trees from a set of data samples [16]. Hu and Yu redefined the joint entropy and conditional entropy based on Yager’s work, then used them to measure the uncertainty of distinguishment ability of a set of fuzzy similarity relations [14].
In 2005, Mi et al. introduced a distinguishable measure of fuzzy equivalence relation based on fuzzy-rough set model [28]. In 2008, Qian and Liang proposed a combinational measure for evaluating the uncertainty of distinguishment ability of a subset of features [37]. In 2011, Hu and Zhang introduced the concepts of neighborhood entropy, neighborhood conditional entropy and neighborhood mutual information in numerical spaces for evaluating the relevance between continuous features and discrete decision attributes [13]. All the studies are focused on the extensions of Shannon entropy or Yager’s entropy and their applications.

As we know, neighborhood is one of the most important concepts in classification learning [15], [23], [47], [49], [60]. Neighborhood can be used to generate similarity classes from the samples described by numerical features, and used to distinguish samples. The distinguishment information of a feature subset is related with the neighborhood relation induced by the feature subset. In this paper, we propose a new measure of distinguishment information based on neighborhood relations, which is called neighborhood discrimination index. Compared with Yager’s entropy [55] and its varieties [13], [14], neighborhood discrimination index has the similar properties as Shannon entropy. But it is directly defined on neighborhood relation and acquired by computing the cardinality of neighborhood relation rather than neighborhood similarity classes. Thus the computational complexity of the proposed discrimination index is smaller. We define joint discrimination index, conditional discrimination index and mutual discrimination index and discuss their some basic properties. These measures are used to calculate the change of distinguishment formation caused by combination of multiple feature subsets. Just like Shannon conditional entropy, conditional discrimination index can be used to characterize the ability of a subset of features to distinguish samples with different decisions. The less the conditional discrimination index is, the more the feature subset has distinguishment ability.

We also discuss the influence of neighborhood radius on neighborhood discrimination index. Then we define attribute importance and propose an algorithm of feature selection based on the proposed discrimination measures. Finally, we use some public standard data sets to verify the validity and stability of the proposed method, and compare the proposed algorithm with some existing methods. The experimental results show the proposed measures are efficient and effective for feature selections.

This paper is organized as follows. In Section II, we recall some preliminaries on Shannon entropy in learning. In Section III, we present the definitions of neighborhood discrimination index and its related discrimination measures, and discuss their properties. In Section IV, we define the significance of a candidate feature and design a heuristic algorithm of feature selection based on mutual discrimination index. In Section V, we verify the feasibility and stability of the proposed algorithm. Section VI concludes the paper.

II. SHANNON ENTROPY IN LEARNING

Suppose that \( U \) is a nonempty set of samples, \( A \) is a set of discrete attributes describing samples, and \( D \) is a decision attribute that partitions the sample space into \( r \) classes. Let \( B \subseteq A \), then an equivalence relation \( R_B \) can be induced by attribute subset \( B \) as follows.

\[
R_B = \{(x, x') \in U \times U \mid a(x) = a(x'), \forall a \in B\}. \quad (1)
\]

Suppose that the partition produced by \( R_B \) is denoted by \( U/B = \{X_1, X_2, \ldots, X_m\} \), where \( a(x) \) is the attribute value of sample \( x \) on \( a \). The elements in \( X_i \) are not distinguished by the attribute subset \( B \) as their feature values are the same. If we consider \( B \) is a random variable on \( U \) and the value space for \( B \) is \( \{X_1, X_2, \ldots, X_m\} \), then the probability distribution of \( B \) is described as follows:

\[
B = \begin{bmatrix}
X_1 & X_2 & \cdots & X_m \\
p(X_1) & p(X_2) & \cdots & p(X_m)
\end{bmatrix},
\]

where \( p(X_i) = |X_i|/|U| \) and \( |X_i| \) is the cardinality of \( X_i \), \( i = 1, 2, \ldots, m \).

The Shannon entropy of attribute subset \( B \) is defined as follows:

\[
H(B) = \sum_{i=1}^{m} -p(X_i) \log p(X_i). \quad (3)
\]

Let \( C \) be another attribute subset of \( A \) and the partition induced by \( C \) be denoted by \( U/C = \{Y_1, Y_2, \ldots, Y_n\} \), then the joint entropy of \( B \) and \( C \) is defined as:

\[
H(B \cup C) = -\sum_{i=1}^{n} \sum_{j=1}^{m} p(X_i \cap Y_j) \log p(X_i \cap Y_j), \quad (4)
\]

and the conditional entropy of \( B \) on \( C \) is computed by:

\[
H(B|C) = -\sum_{i=1}^{m} \sum_{j=1}^{n} p(X_i | Y_j) \log p(X_i | Y_j), \quad (5)
\]

where \( p(X_i | Y_j) = |X_i \cap Y_j|/|Y_j| \).

\( H(B|C) \) describes the uncertainty of \( B \) in the case that \( C \) is given. Obviously, \( H(B|C) \geq 0 \). If there exists \( X_i \in U/B \) such that \( p(X_i | Y_j) = 1 \) for any \( Y_j \in U/C \), then \( H(B|C) = 0 \). This means that the distinguishment ability of attribute subset \( B \) is completely contained in \( C \) in this case.

The mutual information of \( B \) and \( C \) is defined as:

\[
I(B;C) = \sum_{i=1}^{m} \sum_{j=1}^{n} p(X_i \cap Y_j) \log \frac{p(X_i \cap Y_j)}{p(X_i)p(Y_j)}. \quad (6)
\]

Mutual information describes the statistical correlation between \( B \) and \( C \). It is easily proved that \( I(B;C) \geq 0 \)

When \( B \) and \( C \) are independent, then \( I(B;C) = 0 \). In this case, \( B \) and \( C \) do not provide any forecast information. In addition,
we easily know that mutual information has the following properties.
1. \( I(B;C) = I(C;B) \),
2. \( I(B;C) = H(B) + H(C) - H(B \cup C) \),
3. \( I(B;C) = H(B) - H(B \mid C) = H(C) - H(C \mid B) \). (7)

We consider decision attribute \( D \) as a random variable on \( U \) and suppose the value space for \( D \) is \( \{a_1, a_2, \ldots, a_n\} \), where \( a_i \) denotes the \( i \)th decision class. Then the conditional entropy of decision \( D \) on attribute subset \( B \) can be computed by:

\[
H(D \mid B) = -\sum_{i=1}^{n} \sum_{j=1}^{n} p(o_i \cap X_j) \log p(o_i \mid X_j).
\] (8)

\( H(D \mid B) \) is used to characterize the ability of \( B \) to distinguish samples with different class labels. The less \( H(D \mid B) \) is, the greater the distinguishing ability of \( B \) is. When the attribute subset \( B \) completely divides all samples into their respective categories, then \( H(D \mid B) = 0 \). According to the relationship between conditional entropy and mutual information, we can easily know that mutual information grows greater with the increase of the distinguishing ability of an attribute subset.

### III. Neighborhood Discrimination Index and Its Variants

In the following discussions, a data set used for classification learning will be written as a decision table and denoted by \( < U, A, D > \), where \( U = \{x_1, x_2, \ldots, x_n\} \) is a nonempty set of samples, called a universe; \( A = \{a_1, a_2, \ldots, a_n\} \) is a set of conditional attributes to characterize the samples, and \( D \) is a decision attribute and partitions the universe into \( r \) crisp equivalence classes \( U/D = \{D_1, D_2, \ldots, D_r\} \). The sign \( \parallel \) is used to denote the cardinality of a set or relation.

In this section, a new measure, called neighborhood discrimination index, is proposed to compute the distinguishing ability of a feature subset. We begin with introducing the notion of neighborhood relations based on distance functions.

Given a feature subset \( B \subseteq A \), \( R_B \) is a binary relation generated by \( B \). We say \( R_B \) is a crisp similarity relation on \( U \) if \( R_B \) satisfy:

1. Reflexivity: \( (x, x) \in R_B \), \( \forall x \in U \);
2. Symmetry: \( (x, y) \in R_B \Rightarrow (y, x) \in R_B \) for any \( x, y \in U \).

A crisp similarity relation \( R_B \) on the universe can be represented by a similarity matrix, generally denoted as \( R_B = (r_{ij})_{n \times n} \), where \( r_{ij} \in [0,1] \), \( i, j = 1, 2, \ldots, n \). There are many ways to calculate \( r_{ij} \), here we use the following measures:

\[
\begin{cases} 
1, & \Delta_B^\varepsilon(x_i, x_j) \leq \varepsilon \\
0, & \Delta_B^\varepsilon(x_i, x_j) > \varepsilon 
\end{cases}
\] (9)

where \( x_i = [x_{i1}, x_{i2}, \ldots, x_{in}]^T \), \( i = i, j \) are two samples, \( T \) stands for the transpose operation of vector, \( B \) is a subset of attributes with \( |B| = s \) and

\[
\Delta_B^\varepsilon(x_i, x_j) = \sum_{k=1}^{n} \| x_{ik} - x_{jk} \|^p, \quad \| \bullet \| \text{ stands for absolute value.} \]

\( \Delta_B^\varepsilon \) is called Manhattan distance if \( p=1 \), Euclidean distance if \( p=2 \), and Chebychev distance if \( p=\infty \). \( \varepsilon \) is a threshold that is used to control sample similarity. We call \( \varepsilon \) the radius of neighborhood. A similarity relation induced by distance function \( \Delta_B^\varepsilon \) and neighborhood radius \( \varepsilon \) is called a neighborhood similarity relation and denoted as \( R_B^\varepsilon \). Let \( R_B^\varepsilon \) and \( R_B^\delta \) be two neighborhood similarity relations, we say \( R_B^\varepsilon \) is finer than \( R_B^\delta \) if \( R_B^\varepsilon \subseteq R_B^\delta \).

According to the above definition, we know that samples \( x_i \) and \( x_j \) are distinguishable if their distance is more than neighborhood radius \( \varepsilon \) with respect to feature subset \( B \), i.e. \( \Delta_B^\varepsilon(x_i, x_j) > \varepsilon \); otherwise, they are indistinguishable. The finer a neighborhood similarity relation is, the greater its distinguishing ability is. There are two factors that impact on a neighborhood similarity relation. One is neighborhood radius \( \varepsilon \), the other is feature subset \( B \). For a given parameter \( \varepsilon \), the neighborhood relation becomes finer as the number of features in \( B \) increases. The property can be formulated as follows.

**Property 1.** Let \( B \subseteq A \), then \( R_B^\varepsilon \subseteq R_B^\delta \).

As we know, a neighborhood similarity relation characterizes the distinguishing ability of a feature subset. Property 1 shows that the more the number of features is, the finer its neighborhood relation is, and the greater the feature subset has distinguishing ability.

In the following, we introduce a new concept to measure the distinguishing ability of a feature subset.

**Definition 1.** Given a decision table \( < U, A, D > \), where \( U = \{x_1, x_2, \ldots, x_n\} \), \( B \subseteq A \), \( \varepsilon \) is a neighborhood radius, and \( R_B^\varepsilon \) is the neighborhood similarity relation induced by \( B \). The neighborhood discrimination index of \( B \) is defined as:

\[
H^\varepsilon(B) = \log \frac{n^2}{|R_B^\varepsilon|}. \] (11)

It is easily seen that \( H^\varepsilon(B) \geq 0 \) by the fact that \( |R_B^\varepsilon| \leq n^2 \). It follows from the reflexivity of \( R_B^\varepsilon \) that \( H^\varepsilon(B) \leq \log n \). In particular, \( H^\varepsilon(B) = \log n \) if \( |R_B^\varepsilon| = n \), and \( H^\varepsilon(B) = 0 \) if \( |R_B^\varepsilon| = n^2 \).

The neighborhood discrimination index measures the uncertainty quantity of distinguishing ability of a feature subset. It is a mapping from a feature space to the real space:
$H: (B, e) \rightarrow R'$, where $R'$ is the domain of non-negative real numbers. With the mapping the distinguishing abilities of different feature subsets can be compared.

Compared with neighborhood entropy [13], neighborhood discrimination index has two main differences as follows.

1. The concept of neighborhood discrimination index is based on neighborhood relations, it can be directly obtained by computing the cardinality of neighborhood relation, while neighborhood entropy is defined on the neighborhood similarity classes and accumulatively obtained by considering the cardinality of similarity classes. Thus, the computational complexity of neighborhood discrimination index is somewhat less than neighborhood entropy.

2. Neighborhood entropy is a variant of Yager’s entropy and is degenerated into Shannon entropy when a neighborhood relation degrades to an equivalence relation. So neighborhood entropy is a generalization of Shannon entropy, while neighborhood discrimination index is just a measure of the distinguishing ability of a feature subset. This is the essential difference between them.

Note that neighborhood discrimination index is not only a function of feature subset $B$, but also related to neighborhood radius $e$. Next, we discuss the influence of neighborhood radius and feature subset on the discrimination index.

**Proposition 1.** If $e_1 \leq e_2$, then $H^n(B) \geq H^n(B)$.

**Proof.** Let $(x, x) \in R^n_1$, then $\Delta^n_1(x, x) \leq e_1$. From $e_1 \leq e_2$, we have that $\Delta^n_2(x, x) \leq e_2$, which implies $(x, x) \in R^n_2$. Hence, $R^n_2 \subseteq R^n_1$, and then $|R^n_2| \leq |R^n_1|$. It follows $H^n(B) \geq H^n(B)$ by the definition of neighborhood discrimination index.

This property shows that the discrimination index of a feature subset becomes smaller as the radius of neighborhood increases. A small neighborhood radius means that the corresponding neighborhood relation is finer. Hence, the uncertainty quantity of distinguishing ability of the feature subset is greater.

**Proposition 2.** If $B_1 \subseteq B_2$, then $H^n(B_1) \leq H^n(B_2)$.

**Proof.** Let $(x, x) \in R^n_2$, then $\Delta^n_2(x, x) \leq e$. From $B_1 \subseteq B_2$, we have that $\Delta^n_2(x, x) \leq e$, which implies $(x, x) \in R^n_2$. Hence, $R^n_2 \subseteq R^n_1$, and then $|R^n_2| \leq |R^n_1|$. It follows $H^n(B_1) \leq H^n(B_2)$ by the definition of neighborhood discrimination index.

Proposition 2 shows that the neighborhood discrimination index is affected by the number of features. It increases monotonously with the size of a feature subset.

**Definition 2.** Let $B_1, B_2$ be two groups of features, $e$ be a neighborhood radius and $R_n^1, R_n^2$ be two neighborhood similarity relations induced by $B_1, B_2$, respectively. Then, the joint discrimination index of $B_1$ and $B_2$ is defined as:

$$H^n(B_1, B_2) = \log \frac{n^2}{|R_n^1 \cap R_n^2|}$$

(11)

The joint discrimination index represents the distinguishing ability of a joint feature subset. It increases with addition of some new features. Formally, the property can be expressed as follows.

**Proposition 3.** $H^n(B_1, B_2) \geq H^n(B_1), H^n(B_1, B_2) \geq H^n(B_2)$.

It is easily to see that the joint discrimination index of $B_1$ and $B_2$ is greater than any individual discrimination index. It is interpreted that the distinguishing ability of the joint features gets stronger with the addition of new features. This is because we can get a finer neighborhood relation by introducing new features.

**Proposition 4.** If $B_1 \subseteq B_2$, then $H^n(B_1, B_2) = H^n(B_2)$.

This property shows that addition of some new features will not bring increment of discrimination index if these features are contained in other existing features. In this case, the distinguishing information has been implied in the existing feature subset.

**Definition 3.** Let $B_1, B_2$ be two groups of features, $e$ be a neighborhood radius and $R^n_1, R^n_2$ be two neighborhood similarity relations induced by $B_1, B_2$, respectively. Then, the conditional discrimination index of $B_1$ on $B_2$ is defined as

$$H^n(B_1 | B_2) = \log \frac{|R^n_2|}{|R^n_2 \cap R^n_1|}$$

(12)

Since $|R^n_2 \cap R^n_1| \leq |R^n_1|$, it is easily seen that $H^n(B_1 | B_2) \geq 0$. When $B_1 \subseteq B_2$, then $R^n_2 \supseteq R^n_1$. This means $H^n(B_1 | B_2) = 0$. When $|R^n_1| = n^2$ and $R^n_1$ is an identity matrix, the conditional discrimination index reaches the maximum value. That is, $H^n(B_1 | B_2) = \log n$.

According the above discussion, we easily get the following property.

**Proposition 5.** Let $B_1, B_2$ be two groups of features. Then

1. $H^n(B_1, B_2) = \max \left[ H^n(B_1), H^n(B_2) \right]$;
2. $H^n(B_1 | B_2) = 0$ if $B_1 \subseteq B_2$.

The first item indicates that the discrimination index of the union of two feature subsets will be no smaller than that of any single subset. The last item shows feature subset $B_1$ won’t introduce distinguishing information with respect to $B_2$ if $B_1$ is contained in $B_2$.

**Proposition 6.** Let $B_1, B_2$ be two groups of features. Then
\[ H^*(B_i|B_j) = H^*(B_i, B_j) - H^*(B_i). \] (13)

**Proof:**
\[
H^*(B_i, B_j) - H^*(B_i) = \log \frac{n^2}{|R_i \cap R_j|} - \log \frac{n^2}{|R_i|} \\
= \log \frac{|R_i \cap R_j|}{|R_i|} = \log \frac{|R_j|}{|R_i|}.
\]

It is easily observed that the conditional discrimination index is the increment of distinguishment information by introducing a new feature subset after one feature subset has been known. It reflects the increment of distinguishment ability under the addition of a new feature subset.

**Remark 1.** Conditional discrimination index \( H^*(B_i|B_j) \) is not monotonic with the size of attribute subset \( B_j \).

**Definition 4.** Let \( B_1, B_2 \) be two groups of features, \( \varepsilon \) be a neighborhood radius and \( R_{\varepsilon_1}, R_{\varepsilon_2} \) be two neighborhood similarity relations induced by \( B_1, B_2 \), respectively. Then, the mutual discrimination index of \( B_1 \) and \( B_2 \) is defined as:
\[
I^*(B_1; B_2) = \log \frac{|R_{\varepsilon_1} \cap R_{\varepsilon_2}|}{|R_{\varepsilon_1}|}.
\]

**Proposition 7.** Let \( B_1, B_2 \) be two groups of features, then we have the following properties.
1. \( I^*(B_1; B_2) = I^*(B_2; B_1) \);
2. \( I^*(B_1; B_2) = H^*(B_1) + H^*(B_2) - H^*(B_1, B_2) \);
3. \( I^*(B_1; B_2) = H^*(B_1) - H^*(B_1|B_2) = H^*(B_2) - H^*(B_2|B_1) \). (15)

**Proof:** (1) Straightforward.

\[
(2) \ H^*(B_1) + H^*(B_2) - H^*(B_1, B_2) \\
= \log \frac{|R_{\varepsilon_1}|}{|R_{\varepsilon_1}|} + \log \frac{|R_{\varepsilon_2}|}{|R_{\varepsilon_2}|} - \log \frac{|R_{\varepsilon_1} \cap R_{\varepsilon_2}|}{|R_{\varepsilon_1}|} \\
= \log \frac{|R_{\varepsilon_1}|}{|R_{\varepsilon_1}|} + \log \frac{|R_{\varepsilon_2}|}{|R_{\varepsilon_2}|} - \log \frac{|R_{\varepsilon_1} \cap R_{\varepsilon_2}|}{|R_{\varepsilon_1}|} \\
= \log \frac{|R_{\varepsilon_1} \cap R_{\varepsilon_2}|}{|R_{\varepsilon_1}|} = I^*(B_1; B_2).
\]

\[
(3) \ H^*(B_1) - H^*(B_1|B_2) = \log \frac{|R_{\varepsilon_1}|}{|R_{\varepsilon_1}|} - \log \frac{|R_{\varepsilon_1} \cap R_{\varepsilon_2}|}{|R_{\varepsilon_1}|} \\
= \log \frac{|R_{\varepsilon_1} \cap R_{\varepsilon_2}|}{|R_{\varepsilon_1}|} = I^*(B_2; B_1).
\]

Similarly, we have \( H^*(B_1) - H^*(B_2|B_1) = I^*(B_1; B_2) \).

The first item shows the mutual discrimination index of \( B_1 \) and \( B_2 \) is symmetric. The second says that the mutual discrimination index is the difference between the sum of the discrimination indexes of two feature subsets and their joint discrimination index. The last item shows that the mutual discrimination index is the difference between the discrimination index of one of two feature subsets and their conditional discrimination index. It reflects that mutual discrimination index is the common part of distinguishment information of two feature subsets. The relationship between neighborhood, conditional and mutual discrimination indexes can be explained in Figure 1.
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**Remark 2.** Given a decision table \( <U, A, D> \), \( B \subseteq A \) and neighborhood radius \( \varepsilon \), \( R_{\varepsilon} \) is a neighborhood relation induced by \( B \) and \( \varepsilon \). \( R_{\varepsilon_0} \) is an equivalence relation induced by \( D \). Just like Shannon conditional entropy, \( H(D|B) \) can be used to characterize the ability of \( B \) to distinguish samples with different decisions. The less the value of \( H(D|B) \) is, the greater the distinguishability of \( B \) is. When all samples are rightly grouped into their respective categories, then \( H(D|B) = 0 \). According to the relationship between conditional and mutual discrimination indexes, we can easily conclude that mutual discrimination index grows greater as the distinguishability of a feature subset increases. Moreover, we know that \( H(D|B) \) and \( I(D|B) \) are not monotonic with the size of feature subset \( B \) from Remark 1.

In many practical problems, we always assign a class label to a sample according to other samples' labels in its neighborhood. If all samples in the neighborhood have the same labels, then the sample is called consistent. Otherwise, the sample is inconsistent. Let \( \varepsilon \) be a neighborhood radius, if all samples are consistent, then \( <U, A, D> \) is called consistent. Otherwise, it is called inconsistent. It is obviously seen that \( <U, A, D> \) is consistent with respect to \( A \) if and only if \( R_{\varepsilon} \subseteq R_{\varepsilon_0} \).

**Proposition 8.** If a decision table is consistent with respect to \( B \), i.e., \( R_{\varepsilon} \subseteq R_{\varepsilon_0} \), then
1. \( H^*(D|B) = 0 \).
2. \( I^*(D; B) = H^*(D) \).

The first item shows that the conditional discrimination index equals to zeros if the classification is consistent. In this case, all samples can be rightly classified into their respective classes by feature subset \( B \). The second item shows the mutual discrimination index between \( B \) and \( D \) equals to the distinguishment information quantity of \( D \) if the classification is consistent.

As we know, Shannon mutual information is widely used in feature selection algorithms for categorical data. An optimal feature subset for classification learning should be sufficient...
and necessary. Because conditional entropy is not monotonic with the size of feature subset, sufficiency should guarantee that the selected features have the maximal capability in distinguishing samples with different decisions. Necessity requires no redundant features in the selected feature subset. Inspired by the idea, we present an axiomatic approach to feature selection as follows.

**Axiom 1** (Maximum of classification information). Given a decision table \( < U, A, D > \), the expected feature subset \( B \) is sufficient if \( \Gamma^+(D;B) \geq \Gamma^+(D;A) \) under neighborhood radius \( \varepsilon \).

**Axiom 2** (Minimum encoding length). Given a decision table \( < U, A, D > \), \( \mathbb{N} \) is a set of sufficient feature subsets, and \( B \in \mathbb{N} \). Then \( B \) is favored with respect to its predictive capability if \( \Gamma^+(D,B)=\max_{C \in \mathbb{N}} \Gamma^+(D,C) \).

The proposed axiomatic system presents a multi-granular way to describe the classification capability of a set of numerical features if neighborhood radius \( \varepsilon \) is considered as a variable.

The axiomatic system also shows a goal for feature selection. It can be formulated as the following definition.

**Definition 5.** Given a decision table \( < U, A, D > \), \( B \) is a subset of \( A \) and \( a \in B \), \( a \) is called redundant in \( B \) relative to \( D \) if \( \Gamma^+(D;B)\leq \Gamma^+(D;B-a) \). Otherwise, \( a \) is indispensable in \( B \) relative to \( D \); \( B \) is called dependent if any attribute in \( B \) is indispensable relative to \( D \). \( B \) is called a reduct of \( A \) relative to decision \( D \) if \( B \) satisfies:

1. \( \Gamma^+(D;B) \geq \Gamma^+(D;A) \),
2. \( \Gamma^+(D;B-a) < \Gamma^+(D;B) \), \( \forall a \in B \).

Obviously, a reduct of \( A \) relative to \( D \) is the minimal feature subset to keep or improve the mutual discrimination index of \( A \) and \( D \).

According to the relationships between neighborhood, conditional and mutual discrimination indexes, we can easily know that the above two conditions for feature selection is equivalent to the following conditions.

1. \( H^+(D|B) \leq H^+(D|A) \),
2. \( H^+(D|B-a) > H^+(D|B) \), \( \forall a \in B \).

**Example 1.** Given a set \( X = \{ x_1, x_2, x_3 \} \), \( R_1 \), \( R_2 \), and \( R_i \) are relations defined on \( X \), where

\[
R_1 = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 1 \end{bmatrix},
R_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \\ 1 & 1 & 0 \end{bmatrix},
R_i = \begin{bmatrix} 1 & 1 \\ 1 & 0 \end{bmatrix}.
\]

We have

\[
R_1 \cap R_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 1 & 0 \end{bmatrix},
R_1 \cap R_i = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix},
R_2 \cap R_i = \begin{bmatrix} 0 \\ 1 \\ 1 \end{bmatrix},
R_i \cap R_i = \begin{bmatrix} 0 & 0 \\ 0 & 1 \\ 0 & 1 \end{bmatrix}.
\]

Suppose the decision equivalence relation

\[
R_j = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

We compute

\[
H(R_1) = \log \frac{9}{5} = 0.8480,
H(R_2) = \log \frac{9}{3} = 1.5850,
H(R_1 \cap R_2) = \log \frac{9}{7} = 0.3626,
H(R_1 | R_2) = \log \frac{9}{5} = 1.5850,
H(R_2 | R_1) = \log \frac{9}{5} = 0.8480.
\]

According to Proposition 6, we know,

\[
H(R_1 | R_2) = H(R_2 | R_1) = \log \frac{9}{3} = 0.7370.
\]

We can find \( H(R_1 \cap R_2) = H(R_1 | R_2) = H(R_1 | R_1 \cap R_2) \). Hence, \( \{ a_1, a_2 \} \) and \( \{ a_1, a_3 \} \) are two reducts.

**IV. Feature Selection Algorithm Based on Neighborhood Discrimination Index**

As discussed above, the proposed discrimination indexes can be used to measure the distinguishing ability of a relation or a feature subset. The less a decision attribute has conditional discrimination index with respect to a feature subset, the more the feature subset has distinguishing ability and the more important the feature subset is. According to the definition of conditional discrimination index, adding a new feature into the selected feature subset, the conditional distinguishing index of a decision attribute may increase or decrease. A feature can lead to decrease the index only when it is irrelevant to the selected feature subset. The decrement of conditional discrimination index reflects the increment of distinguishing ability produced by a new feature subset. So the significance of a feature can be defined as follows.

**Definition 6.** Given decision table \( < U, A, D > \), \( B \subseteq A \), \( a \in A - B \), the significance degree of feature \( a \) with respect to \( B \) and \( D \) is defined as:

\[
\text{SIG}(a,B,D) = H^+(D|B) - H^+(D|B \cup \{a\}).
\]

When \( B = \emptyset \), we define \( H^+(D|B) = H^+(D) \). The significance of an attribute \( a \) depends on the increment of distinguishing information after adding \( a \) into \( B \). A big value of \( \text{SIG}(a,B,D) \) indicates that attribute \( a \) is more important for decision \( D \).

Based on the above definition, a greedy algorithm for computing an optimal feature subset can be designed as follows.

**Algorithm:** Heuristic algorithm based on neighborhood discrimination index (HANDI)

**Input:** decision table \( < U, A, D > \) and \( \varepsilon \parallel \varepsilon \) is the neighborhood radius.

**Output:** one reduct \( R_d \).
1: Initialize: red = ∅, B = A - red, start=1; // red is the pool to contain the selected attributes and B is for the left attributes.
2: while start
3: for each a_i ∈ B
4: Compute neighborhood relation \( R_{red \setminus \{a_i\}} \).
5: Compute
\[
SIG(a_i, red, D) = H'(D\{red\}) - H'(D\{red \cup \{a_i\})
\]
6: end for
7: Find a_i with maximum value \( SIG(a_i, red, D) \).
8: if \( SIG(a_i, red, D) > \delta \)
9: \( B \leftarrow B \setminus \{a_i\} \);
10: \( B \leftarrow B \setminus red \);  
11: else
12: start=0;
13: end if
14: end while
15: return red.

The parameter \( \delta \) is used to stop the main loop in this algorithm. It need to be set up in advance. For a given data set, generally speaking, the number of the selected features gets bigger if the value of the parameter \( \delta \) increases. The algorithm employs \( SIG(a, B, D) \) to evaluate which attribute is optimal and will be added into the current selected feature subset in each loop. This algorithm terminates when the addition of any remaining attribute does not decrease the evaluating function. For a dimensionality of \( N \), the time complexity for computing neighborhood similarity relation is \( N \), the worst search time for a reduce will result in \( (N^2 + N)/2 \) evaluations of the evaluation function. The overall time complexity of the algorithm is \( O((N^2 + N)/2) \).

V. EXPERIMENTAL ANALYSIS

In order to verify the feasibility and effectiveness of the proposed algorithm, we compare the proposed algorithm with neighborhood rough set based algorithm (NRS) [15], neighborhood entropy based algorithm (NEIEN) [13], fuzzy information entropy based algorithm (FINEN) [14], [55] and fuzzy rough dependency constructed by intersection operations of fuzzy similarity relations (FRINT) [18]. We employ Chebychev distance function to compute neighborhood similarity relations. We first compare (1) the numbers of selected features, (2) the running time of reduction, and (3) classification accuracies based on these algorithms. Then, we discuss the influence of neighborhood radius \( \varepsilon \) on our proposed algorithm. All the algorithms are performed in Matlab 2013b and run in a hardware environment with a Intel (R) Core (TM) i7-4790 CPU @ 3.60 GHz, with 16.0 GB RAM.

We employ ten-fold cross validation and two classical classifiers to evaluate these algorithms. The two classifiers are support vector machine (RBF-SVM) and k-nearest neighbor rule (K-NN, K=3). Since our main purpose is to compare the performances of different feature selection algorithms, the parameter selection for RBF-SVM is not our concern. Thus, in this experiment, we consistently set the control term \( C \) as 100 and the Gaussian kernel parameter \( g \) as 1. Such parameter specifications can perform well on real-world problem [61]. The experimental comparison is conducted based on a ten-fold cross-validation. That is to say, the original data set is randomly divided into ten subsets, of which one is used as the testing data and the remaining nine are used for training. Feature selection is performed on the training set; the reduced training and testing sets are then sent to a classifier to produce the classification accuracy. After ten rounds, the average value and variation of the classification accuracies are computed as the final performance.

Thirteen data sets are used in the experimental analysis. They are selected from UCI Machine Learning Repository [3] and Keng Ridge Bio-medical (KRBM) Data Set Repository [62]. The information of these data sets is outlined in Tables 1. All the numerical attributes are first normalized into the interval [0,1].

<table>
<thead>
<tr>
<th>No</th>
<th>Data sets</th>
<th>Sample</th>
<th>Attributes</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Wdbc</td>
<td>569</td>
<td>31</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>Wpbc</td>
<td>198</td>
<td>33</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>Sonar</td>
<td>208</td>
<td>60</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Credit</td>
<td>690</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>Sick</td>
<td>2800</td>
<td>29</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>Gearbox</td>
<td>1603</td>
<td>72</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>Segmentation</td>
<td>2310</td>
<td>19</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>DLBCL</td>
<td>77</td>
<td>5469</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>Leukemia</td>
<td>72</td>
<td>11225</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>MLL</td>
<td>72</td>
<td>12582</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>Prostate</td>
<td>136</td>
<td>12600</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>Tumors</td>
<td>327</td>
<td>12558</td>
<td>7</td>
</tr>
</tbody>
</table>

There are two parameters in HANDI algorithm, \( \varepsilon \) and \( \delta \). The parameter \( \varepsilon \) is introduced to control sample similarity; it has a great impact on the performance of the algorithm. Generally speaking, different values of neighborhood radius can lead to different classification accuracies, therefore, we select an optimal feature subset for each data set by adjusting the value of the parameter to vary from 0 to 1 with a step of 0.05. The parameter \( \delta \) is set as 0.001 for low dimensional data and 0.01 for high dimensional data. As different learning algorithms may require different feature subsets to produce the best classification accuracy, all the experimental results reported in the following tables are presented at highest classification accuracy.

Table 2 presents the comparison of the average sizes of the selected features with different algorithms. Because the highest classification accuracy of each data set is searched by adjusting the values of \( \varepsilon \), the values of parameter \( \varepsilon \) are different for the highest accuracies of data sets. The last column in Table 2 marked with \( \varepsilon \) shows the values of the neighborhood radius in HANDI algorithm, where the best classification performances are produced on the corresponding datasets.

From the Table 2, we can find that these reduction methods...
can effectively reduce attributes. The numbers of selected features with HANDI are fewer than other four algorithms in most of the cases. For Sonar data set, HANDI gets more features than FRSINT algorithm, but less than NRS, NEIEN, and FINEN algorithms. For Tumors, HANDI gets more features than NRS and FRSINT, but less than NEIEN and FINEN. This implies the proposed algorithm is more effective to reduce redundant attributes.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>Raw data</th>
<th>NRS</th>
<th>NEIEN</th>
<th>FINEN</th>
<th>FRSINT</th>
<th>HANDI</th>
<th>ε</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine</td>
<td>13</td>
<td>9.1</td>
<td>10.2</td>
<td>12.3</td>
<td>8.1</td>
<td>8.3</td>
<td>0.2</td>
</tr>
<tr>
<td>Wdbc</td>
<td>30</td>
<td>17.3</td>
<td>11.8</td>
<td>12.1</td>
<td>11.9</td>
<td>11.2</td>
<td>0.1</td>
</tr>
<tr>
<td>Wpbc</td>
<td>32</td>
<td>11.6</td>
<td>5.3</td>
<td>6.4</td>
<td>7.8</td>
<td>5.1</td>
<td>0.6</td>
</tr>
<tr>
<td>Sonar</td>
<td>60</td>
<td>24.8</td>
<td>28.9</td>
<td>25.8</td>
<td>18.7</td>
<td>21.6</td>
<td>0.6</td>
</tr>
<tr>
<td>Credit</td>
<td>15</td>
<td>10.2</td>
<td>4.4</td>
<td>8.1</td>
<td>9.8</td>
<td>4.4</td>
<td>0.35</td>
</tr>
<tr>
<td>Sick</td>
<td>29</td>
<td>8.3</td>
<td>13.1</td>
<td>12.7</td>
<td>8.4</td>
<td>7.6</td>
<td>0.05</td>
</tr>
<tr>
<td>Gearbox</td>
<td>72</td>
<td>17.4</td>
<td>10.9</td>
<td>11.4</td>
<td>10.1</td>
<td>9.3</td>
<td>0.4</td>
</tr>
<tr>
<td>DLBCL</td>
<td>5469</td>
<td>8.3</td>
<td>5.3</td>
<td>6.1</td>
<td>8.8</td>
<td>5.2</td>
<td>0.25</td>
</tr>
<tr>
<td>Leukemia</td>
<td>11225</td>
<td>14.7</td>
<td>8.2</td>
<td>8.5</td>
<td>9.8</td>
<td>6.3</td>
<td>0.4</td>
</tr>
<tr>
<td>MLL</td>
<td>12582</td>
<td>6.4</td>
<td>8.2</td>
<td>9.5</td>
<td>10.2</td>
<td>6.9</td>
<td>0.45</td>
</tr>
<tr>
<td>Prostate</td>
<td>12600</td>
<td>6.5</td>
<td>7.7</td>
<td>8.4</td>
<td>8.9</td>
<td>3.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Tumors</td>
<td>12558</td>
<td>10.6</td>
<td>17.1</td>
<td>15.8</td>
<td>9.5</td>
<td>15.7</td>
<td>0.35</td>
</tr>
<tr>
<td>Average</td>
<td>4208</td>
<td>11.99</td>
<td>10.79</td>
<td>11.28</td>
<td>10.03</td>
<td>8.77</td>
<td></td>
</tr>
</tbody>
</table>

The classification accuracies of the raw data and the reduced data sets based on the five algorithms are shown in Tables 3 and 4, where the underline symbols highlight the highest classification accuracies among the reduced data sets. From the results of Tables 3-4, it is easily seen that the classification accuracies based on NRS method are lower than other four methods. Out of 26 cases of ten-fold cross validation, the HANDI and FINEN methods achieve highest classification accuracy in 13 and 7 cases, while the NRS, NEIEN, and FRSINT methods obtain it in 3, 5 and 2 cases, respectively. As for SVM, HANDI outperforms the raw data 12 times over the 13 classification tasks. In the same time, it outperforms the raw data 11 times with respect to 3NN. Moreover, the average accuracy of HANDI outperforms any other feature selection algorithm in terms of SVM and 3NN learning algorithms.

From Table 5, we can find that the running time of reduction of NRS algorithm is the shortest in the five different algorithms. HANDI algorithm runs slower than NRS algorithm, but faster than other three algorithms. The running time of FRSINT algorithm is the longest. As NEIEN, FINEN, FRSINT and HANDI algorithms are based on the similarity relations, they have to spend a lot of time to compute similarity relations of attributes. NRS algorithm does not compute similarity relations, it just take some time to judge if samples in a neighborhood are similar or not. So NRS algorithm runs fastest. Because NEIEN and FINEN algorithms need additional time to compute the similarity class of each sample
based on similarity relations, they run slower than HANDI algorithm. For FRSINT algorithm, it not only depend on similarity relations, but also need time to compute the fuzzy-rough membership of each sample to different decision categories. Therefore, FRSINT algorithm run slowest. From Tables 3 and 4, we know most of the classification accuracies of the HANDI algorithm are higher than that of other four algorithms. The complexity of HANDI is lower than NEIEN, FINEN and FRSINT algorithms. Therefore, it can be concluded that the HANDI algorithm is both feasible and effective.

Table 4. Comparison of classification accuracies of reduced data with 3NN (%) 

<table>
<thead>
<tr>
<th>Data sets</th>
<th>Raw data</th>
<th>NRS</th>
<th>NEIEN</th>
<th>FINEN</th>
<th>FRANTS</th>
<th>HANDI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine</td>
<td>96.28 ± 4.36</td>
<td>96.36 ± 1.83</td>
<td>96.20 ± 2.53</td>
<td>95.77 ± 4.68</td>
<td>96.72 ± 3.91</td>
<td>97.86 ± 2.94</td>
</tr>
<tr>
<td>Wdbc</td>
<td>96.66 ± 2.34</td>
<td>97.01 ± 1.48</td>
<td>96.27 ± 2.69</td>
<td>95.38 ± 3.12</td>
<td>95.97 ± 2.31</td>
<td>96.39 ± 2.53</td>
</tr>
<tr>
<td>Wpbc</td>
<td>74.45 ± 9.69</td>
<td>77.89 ± 10.37</td>
<td>77.43 ± 8.11</td>
<td>76.82 ± 10.69</td>
<td>76.72 ± 13.60</td>
<td>78.38 ± 9.38</td>
</tr>
<tr>
<td>Sonar</td>
<td>83.66 ± 7.28</td>
<td>85.88 ± 6.82</td>
<td>83.26 ± 11.89</td>
<td>85.13 ± 8.56</td>
<td>85.04 ± 8.54</td>
<td>89.60 ± 8.16</td>
</tr>
<tr>
<td>Credit</td>
<td>84.42 ± 3.99</td>
<td>84.08 ± 4.51</td>
<td>86.32 ± 2.86</td>
<td>86.11 ± 3.19</td>
<td>82.32 ± 2.86</td>
<td>86.25 ± 1.94</td>
</tr>
<tr>
<td>Sick</td>
<td>95.01 ± 1.51</td>
<td>95.24 ± 1.24</td>
<td>96.04 ± 1.24</td>
<td>96.04 ± 1.01</td>
<td>95.68 ± 2.13</td>
<td>95.91 ± 0.88</td>
</tr>
<tr>
<td>Gearbox</td>
<td>99.69 ± 1.44</td>
<td>99.29 ± 0.33</td>
<td>99.35 ± 1.74</td>
<td>99.13 ± 1.63</td>
<td>99.16 ± 0.59</td>
<td>99.33 ± 1.02</td>
</tr>
<tr>
<td>Segmentation</td>
<td>95.89 ± 1.26</td>
<td>89.77 ± 9.56</td>
<td>96.08 ± 1.20</td>
<td>96.16 ± 1.12</td>
<td>96.24 ± 1.18</td>
<td>96.64 ± 1.53</td>
</tr>
<tr>
<td>DLBCL</td>
<td>86.99 ± 10.48</td>
<td>96.10 ± 5.27</td>
<td>95.85 ± 3.95</td>
<td>96.35 ± 5.36</td>
<td>96.35 ± 5.27</td>
<td>97.10 ± 6.04</td>
</tr>
<tr>
<td>Leukemia</td>
<td>84.61 ± 11.22</td>
<td>92.74 ± 0.33</td>
<td>95.63 ± 7.03</td>
<td>92.46 ± 6.60</td>
<td>96.33 ± 9.78</td>
<td>97.06 ± 8.71</td>
</tr>
<tr>
<td>MLL</td>
<td>84.29 ± 11.71</td>
<td>95.71 ± 4.35</td>
<td>95.22 ± 9.64</td>
<td>95.31 ± 6.90</td>
<td>94.85 ± 6.45</td>
<td>98.17 ± 4.52</td>
</tr>
<tr>
<td>Prostate</td>
<td>79.00 ± 12.21</td>
<td>83.29 ± 2.87</td>
<td>84.31 ± 10.06</td>
<td>85.69 ± 8.80</td>
<td>85.03 ± 1.48</td>
<td>86.46 ± 9.25</td>
</tr>
<tr>
<td>Tumors</td>
<td>76.76 ± 6.02</td>
<td>79.81 ± 7.31</td>
<td>80.05 ± 6.33</td>
<td>82.72 ± 4.91</td>
<td>79.71 ± 7.32</td>
<td>81.39 ± 9.42</td>
</tr>
<tr>
<td>Average</td>
<td>87.51 ± 6.42</td>
<td>90.24 ± 1.58</td>
<td>90.92 ± 5.33</td>
<td>91.10 ± 4.97</td>
<td>90.78 ± 5.49</td>
<td>92.35 ± 5.10</td>
</tr>
</tbody>
</table>

Table 5. Running time of reduction with different algorithms (s) 

<table>
<thead>
<tr>
<th>Data sets</th>
<th>NRS</th>
<th>NEIEN</th>
<th>FINEN</th>
<th>FRANTS</th>
<th>HANDI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine</td>
<td>0.04 ± 0.01</td>
<td>0.14 ± 0.03</td>
<td>0.11 ± 0.06</td>
<td>0.28 ± 0.04</td>
<td>0.03 ± 0.01</td>
</tr>
<tr>
<td>Wdbc</td>
<td>0.88 ± 0.03</td>
<td>4.29 ± 0.22</td>
<td>4.20 ± 0.37</td>
<td>4.37 ± 0.31</td>
<td>2.56 ± 0.30</td>
</tr>
<tr>
<td>Wpbc</td>
<td>0.11 ± 0.04</td>
<td>0.33 ± 0.08</td>
<td>0.33 ± 0.09</td>
<td>0.73 ± 0.11</td>
<td>0.20 ± 0.05</td>
</tr>
<tr>
<td>Sonar</td>
<td>0.54 ± 0.04</td>
<td>1.65 ± 0.10</td>
<td>1.73 ± 0.25</td>
<td>2.82 ± 0.22</td>
<td>1.01 ± 0.10</td>
</tr>
<tr>
<td>Credit</td>
<td>0.48 ± 0.03</td>
<td>2.18 ± 0.16</td>
<td>2.51 ± 0.10</td>
<td>3.45 ± 0.06</td>
<td>1.64 ± 0.23</td>
</tr>
<tr>
<td>Sick</td>
<td>6.21 ± 1.41</td>
<td>137.69 ± 10.44</td>
<td>153.81 ± 16.53</td>
<td>141.91 ± 13.21</td>
<td>71.06 ± 9.13</td>
</tr>
<tr>
<td>Gearbox</td>
<td>5.41 ± 0.36</td>
<td>115.05 ± 12.48</td>
<td>109.44 ± 10.23</td>
<td>176.81 ± 13.09</td>
<td>86.03 ± 10.81</td>
</tr>
<tr>
<td>Segmentation</td>
<td>1.18 ± 0.05</td>
<td>47.50 ± 6.14</td>
<td>457.45 ± 5.69</td>
<td>114.96 ± 11.22</td>
<td>35.35 ± 10.04</td>
</tr>
<tr>
<td>DLBCL</td>
<td>2.69 ± 0.08</td>
<td>13.18 ± 2.17</td>
<td>14.45 ± 3.55</td>
<td>46.05 ± 9.16</td>
<td>3.82 ± 0.51</td>
</tr>
<tr>
<td>Leukemia</td>
<td>8.85 ± 3.36</td>
<td>24.96 ± 4.68</td>
<td>29.33 ± 3.98</td>
<td>137.11 ± 12.53</td>
<td>8.05 ± 3.15</td>
</tr>
<tr>
<td>MLL</td>
<td>9.05 ± 2.96</td>
<td>34.62 ± 3.65</td>
<td>39.22 ± 2.11</td>
<td>127.59 ± 10.46</td>
<td>8.85 ± 1.53</td>
</tr>
<tr>
<td>Prostate</td>
<td>13.88 ± 3.32</td>
<td>79.98 ± 10.77</td>
<td>77.59 ± 9.99</td>
<td>234.05 ± 11.07</td>
<td>26.32 ± 1.55</td>
</tr>
<tr>
<td>Tumors</td>
<td>74.34 ± 8.98</td>
<td>648.35 ± 16.72</td>
<td>620.19 ± 18.65</td>
<td>1875.23 ± 23.16</td>
<td>315.01 ± 15.57</td>
</tr>
<tr>
<td>Average</td>
<td>9.51 ± 1.59</td>
<td>85.38 ± 5.20</td>
<td>83.13 ± 5.51</td>
<td>220.41 ± 8.05</td>
<td>43.07 ± 4.08</td>
</tr>
</tbody>
</table>

To show the selected feature subset of a data set, in the following we employ the NEIEN, FINEN and HANDI algorithms to reduce the entire data set based on parameters where the classification accuracies are obtained in the above experiments. The selected feature subsets are listed in Table 6. It is seen that the best feature subsets for SVM and 3NN are identical to each other in some cases, but they are different in general. This shows that no algorithm is consistently better than others for different learning tasks and classification algorithms. For the Sick and Segmentation data sets, the selected feature subsets are identical and the classification accuracies are almost the same for the NEIEN and FINEN algorithms. The slight differences for Segmentation may be due to the fact that the selected feature subsets are presented by reducing the entire data set, while the classification accuracies are based on ten-fold cross-validation.

Now, we present some figures to demonstrate the numbers of selected features and classification accuracies varying with $\epsilon$, we only display the curves of some data sets with SVM. The data curves drawn by using 3NN are roughly consistent with SVM.

From Figures 2-13, it is easily observed that the parameter $\epsilon$ has great influence on the performance of HANDI algorithm. Most of data sets obtain high classification accuracies in a wide area. In particular, Wine, Wdbc, Credit, Gearbox, Segmentation and Leukemia exhibit stability in their
respective regions. These curves show the classification performance is stable and can provide a selection of an optimal subset of features. The optimal positions of classification accuracies are different among these datasets. Here, we recommend that $\varepsilon$ should take values in the interval $[0.1, 0.6]$.

Table 6. Optimal features selected by NEIEN, FINEN and HANDI algorithms

<table>
<thead>
<tr>
<th>Data sets</th>
<th>NEIEN</th>
<th>FINEN</th>
<th>HANDI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wine</td>
<td>12, 13, 1, 11, 5, 2, 10, 4, 3, 7</td>
<td>12, 13, 1, 10, 7, 2, 11, 4, 6, 8, 3, 9</td>
<td>7, 1, 11, 13, 5, 2, 10, 3</td>
</tr>
<tr>
<td>Wdbc</td>
<td>28, 21, 22, 8, 29, 13, 16, 10, 7, 27, 25, 1</td>
<td>28, 21, 22, 8, 29, 13, 16, 10, 7, 27, 25, 12</td>
<td>8, 21, 22, 12, 26, 28, 2, 25, 27, 9, 10</td>
</tr>
<tr>
<td>Wpbc</td>
<td>1, 24, 32, 5, 12</td>
<td>1, 13, 24, 16, 12, 32</td>
<td>24, 1, 32, 15</td>
</tr>
<tr>
<td>Sonar</td>
<td>11, 45, 36, 17, 28, 54, 24, 41, 21, 32, 12, 26, 30, 15, 53, 42, 37, 20, 10, 23, 18, 48, 6, 39, 33, 50, 29, 40, 57</td>
<td>11, 45, 36, 9, 19, 1, 60, 46, 35, 22, 57, 12, 48, 37, 18, 26, 28, 27, 5, 32, 53, 20, 58, 59, 40, 10</td>
<td>12, 45, 20, 35, 22, 9, 21, 48, 37, 19, 18, 3, 60, 36, 8, 26, 29, 32, 6, 2, 17, 31</td>
</tr>
<tr>
<td>Credit</td>
<td>9, 10, 13, 15</td>
<td>9, 10, 13, 6, 12, 1, 5, 7</td>
<td>9, 10, 13, 4</td>
</tr>
<tr>
<td>Sick</td>
<td>20, 19, 26, 29, 24, 18, 2, 1, 3, 6, 10, 22, 17</td>
<td>20, 19, 26, 29, 24, 18, 2, 1, 3, 6, 10, 22, 17</td>
<td>29, 20, 26, 19, 6, 2, 10</td>
</tr>
<tr>
<td>Segmentation</td>
<td>18, 11, 17, 2, 5, 12, 13, 7, 6</td>
<td>18, 11, 17, 2, 5, 12, 13, 7, 6</td>
<td>11, 2, 17, 13, 18, 1, 5, 7, 15</td>
</tr>
<tr>
<td>DLBCL</td>
<td>4767, 453, 2930, 5283, 3574</td>
<td>4767, 3257, 3127, 453, 1698, 1570</td>
<td>4767, 453, 4951, 1939, 1185</td>
</tr>
<tr>
<td>Leukemia</td>
<td>2833, 6720, 5555, 10127, 10038, 3479, 8964, 515</td>
<td>2833, 6720, 5555, 10127, 10038, 4839, 8952, 9953</td>
<td>2833, 6720, 5555, 788, 10127, 153</td>
</tr>
<tr>
<td>MLL</td>
<td>3634, 7754, 6565, 11395, 11297, 5265, 9121, 6410</td>
<td>3634, 7754, 6565, 11395, 11297, 5265, 4383, 8915, 8937, 145</td>
<td>3634, 7754, 6565, 5265, 1119, 6580, 1002</td>
</tr>
<tr>
<td>Prostate</td>
<td>8850, 4883, 6185, 6627, 8623, 9587, 12067, 4847</td>
<td>8850, 12067, 6185, 8623, 8129, 4483, 10753, 9850</td>
<td>4173, 6185, 4690</td>
</tr>
<tr>
<td>Tumors</td>
<td>5411, 6320, 7648, 3264, 3224, 6671, 4380, 6079, 6764, 10126, 8397, 8383, 9046, 7944, 10865, 8687, 2132</td>
<td>2543, 7648, 3264, 6320, 5411, 6671, 8548, 7781, 10126, 6764, 4178, 4448, 8337, 3043, 4831, 3880</td>
<td>2543, 6684, 6671, 2943, 3264, 7241, 7106, 5411, 10750, 11204, 12369, 4448, 4178, 7299, 3147, 3043</td>
</tr>
</tbody>
</table>
Fig. 6 Numbers of selected features and accuracy varying with neighborhood radius $\epsilon$ (Credit)

Fig. 7 Numbers of selected features and accuracy varying with neighborhood radius $\epsilon$ (Sick)

Fig. 8 Numbers of selected features and accuracy varying with neighborhood radius $\epsilon$ (Gearbox)

Fig. 9 Numbers of selected features and accuracy varying with neighborhood radius $\epsilon$ (Segmentation)

Fig. 10 Numbers of selected features and accuracy varying with neighborhood radius $\epsilon$ (DLBCL)

Fig. 11 Numbers of selected features and accuracy varying with neighborhood radius $\epsilon$ (Leukemia)

Fig. 12 Numbers of selected features and accuracy varying with neighborhood radius $\epsilon$ (MLL)

Fig. 13 Numbers of selected features and accuracy varying with neighborhood radius $\epsilon$ (Prostate)
VI. CONCLUSION

Measures for computing the distinction capacity of a subset of features play an important role in classification learning and feature selection. A number of measures were developed for these tasks. Considering its effectiveness, information entropy is widely used and discussed for evaluating features. In this paper, we introduce some basic ideas in Shannon information theory into neighborhood relation context and propose some discrimination indexes to measure the distinction ability of a subset of features. The proposed discrimination indexes are directly defined on a neighborhood relation and computed by considering the cardinality of neighborhood relation rather than neighborhood similarity classes. The conditional discrimination index is used to measure the increment of discrimination information caused by adding a new feature, which is interpreted as the significance of an attribute. Based on the proposed discrimination measures, we put forward a new algorithm of feature selection. With thirteen public data sets, a series of experiments are conducted for evaluating the proposed method. The results show that the algorithm can select fewer features and keep higher classification accuracy and spend less time. What is more, most of classification accuracies are improved. We also find that different parameters have an impact on the performance of the feature selection algorithm. We should select the suitable value of threshold for each data set according to the curves of data sets.
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